The Secret Collusion of Fourier and Hermite

Recall that for suitable functions f, we have established that

—

LH© and ) = 2mief(€) (1)

oHQ) =5 7

(For example, it suffices to assume that f(x), xf(x) and f’(x) are all continuous and
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bounded in magnitude by .) We have also seen that e~ = ¢=™" 5o if we write
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the Fourier transform as an operator F', we see that e is an eigenfunction of F with

eigenvalue 1.

Something special happens for the operators agf ) = (27rm F %) for we calculate
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Moreover, we can calculate
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So, inductively, if the polynomials h,, are defined by hg = 1, (a (w)) —mz? hn(z)e™ ™"

we conclude
h, is a polynomial of degree n, even if n is even

odd if n is odd.
A fact from functional analysis. Every square integrable function on IR can be ap-
proximated (in the L2, or r.m.s sense) by polynomials xe~ T’
If we designate the square integrable functions by L?(R), and note that this space of
functions has an inner product (f,g) := f f(z)g(x)dz, and a norm 1113 = (f, f), we

can express this “completeness” lemma as:

For all f € L?, and all € > 0, there exist N, cg,...,cn, such that
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< €.
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Actually, we can be more precise, because {h,, (x)e‘”Q} is an orthogonal basis for L?, i.e.,

<hn(33)e_”2, hm(x)e_”?) =0 unlessm=n (4)

1



There are various ways to prove (4). For example, you can show inductively that if

H = —j—; + 47222, then
th(m)e_”xZ = (ara_ + 27r)hn(as)e_7”‘2 =2w(2n + l)hne_m2

so h, and h,, with m # n are eigenfunctions of the self-adjoint operator H with different
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eigenvalues, and this implies they are orthogonal. (Hint: Hh,(x)e also = (a_ay —

2 ) hpe ™)
Because of (2), we have

ho()em@* = (—i)" hn (€)e™™ (5)
So hn(ﬂ:)e_”2 is an eigenfunction of F with an eigenvalue of modulus 1.

The functions h,(z) are known as the Hermite polynomials. (Normalizations differ.)

Exercises

1. Given (1)—(5), show that for any f € L?

fl@) =" cxhp(z)e ™, (6)
k=0

and find the formula for ¢ in terms of f and hg.

Note: If you have had functional analysis, interpret (6) in the L? sense. If not, assume
f is not only square-integrable but also continuous and decays sufficiently rapidly at
o0 to guarantee convergence of any integrals you wish to do.)

2. Show that for f,g € L?(IR),
(f.9) = (f,3). (7)

In particular, |||z = || f]|-

3. Prove the inversion formula for the Fourier transform for f € L2, using (1)—(7) and
show that F is one-to-one and onto as a map L? — L2
(We regard f as equal to g if ||f —g|l2 = 0 & f = g a.e. Also, a bounded linear

transformation on a dense subset of L? is uniquely defined by continuity on all of L?2.)



